Modelling selected climate parameters in théSATIS
environment

Tomas Hlasny

Department of Ecology and Biodiversity of Foresb&gstems, National Forest
Centre, T. G. Masaryka 22

960 01 Zvolen, Slovakia

hl asny@l csk. org

Abstract. In the paper we described the main features offISAystem, data
organisation and modelling workflow. We introdu@dapproach to modelling
July average air temperature and July averagegitaodn totals in Slovakia by
means of ISATIS capabilities. Ordinary kriging aexternal drift kriging were
used to produce surfaces of these variables. Tévatidn was used as the
predictor variable in the latter method. The accyraf developed models was
evaluated by comparing true vs. estimated values,peduced by the
crossvalidation procedure. As was expected, suipgothe calculation by
elevation data reduced the amount of uncertaintthéamodels and errors of
both variables were lower in this case. The finapmare given in the paper as
well.
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1 Introduction

Geographic information systems along with data Mimgdetechniques originating in

many fields of science play a crucial rule in mdidgl of natural phenomena.
Recently users can find tools for time series asislyhydrological modelling

techniques, multidimensional statistical methods &bassification/regression of
spatial data, as well as comprehensive geostatistiethods integrated in most of
commercial or freely available GIS. On the othatesiprofessional managing of
complex problems often requires much advanced tibais offer these systems. To
fill this demand, there are several softwares narepecialized in a given topic. The
example of open source solution is package SV\8MI(@nd Water Integrated Model

for hydrological modelling integrated in GRASS. Gtistical software ISATIS or

products such as ModFlow and GMS stand for comrakaes. However, these
often lack database capabilities and tools for finap making, thus their combination
with standard GIS is often necessary.

In the paper, we paid attention to geostatisticaldetling of selected climate
parameters in the frame of Slovakia using ISATI$®addlities. General system
description and modelling workflow are describedadically, we focus on the

modelling of July average air temperature and Julgcipitation totals, both per



period of 1951-1980. The two approaches to modghliere employed — ordinary
kriging and external drift kriging. The effectivesseof both methods was evaluated by
comparing true and estimated values produced bgseadidation procedure. The
reason for using external drift kriging was theusture of source data exactly
matching the nature of this method, as will be dbsd below. The ordinary kriging
was used as standard method for univariate prediciihis might be also used as a
comparative base to multivariate prediction of endé drift kriging. Particular steps
of variographic analysis and kriging as well asfimap products are introduced. All
the modelling has been carried out within the fraofieproject supported by the
Ministry of Agriculture of the Slovak Republic ,Gbal Climate Change Impacts on
the Forest of Slovakia“. Since only a small parpofduced results will be given in
the paper, the web pagevw.climate.skwas launched to make the results available
for a broader public. Produced grids, charts anmchations can be found there.

2 ISATIS — description of selected features

ISATIS belongs to cutting edge products in thedfief geostatistics, however not
widely used by the GIS community. The reasons @ #re mainly its narrow
specialisation on geostatistics (although it cosgsialso some standard GIS tools),
demands on strong theoretical background of usespécialized algorithms, and user
interface not allowing its intuitive use. Besidgstandard” GIS products often offer
basic tools of geostatistics, thus it is meantafdwvanced users mainly. ISATIS allows
us working with 2 and 3 dimensional grids, integrgtvarious data sources and
importing/exporting from/to a spectrum of formatMining, oil & gas and
environmental applications are of the primary iegtr

Strong feature of ISATIS interface is a dynamic piiaal linkage between the
windows — this means, once a user opens a mapatiékgistribution of source data,
related histogram, correlation chart and variograimghlighting/masking a value in
one window changes the content of all the remaimimigdows and all the statistics
are being dynamically recalculated. This allowsyveffective look into the data
structure, identifying outliers, checking for extre values, etc. ISATIS provides
comprehensive tools for variographic analysis, withiny interactive features. A
spectrum of theoretical variograms might be fittedempirical data, using manual
interactive methods, as well as automated sillinfjtt procedures. Zonal and
geometrical anisotropy might be modeled flexiblys #ar as kriging and other
interpolation methods are concerned, two setsai$ tare availabldnterpolationtool
contains a set of interpolators not requiring aogram defined by a user. Except
distance weighted methods (inverse distances,rlikiiging model), also least square
approaches (trend surface modelling) or discrelisespare availablePredictiontool
contains simple, ordinary and universal (co)krigingriging with variance
measurements errors, external drift kriging, cated cokriging, indicator kriging
and disjunction kriging. A specific tool for modall indicator variogram is available
as well. Besides, strong simulation capabilitieghhibe found in the system. These
belong to less known fields of geostatistics, altfto with high importance for the
environmental modelling. ISATIS offers both condital and non-conditional



simulations, specifically Gaussian Sequential Satiah, Turning Bands Simulation,
Plurigaussian Simulation, Boolean Simulations arniders. Interactive simulation
postprocessing tool might be found as well. Thedatelease also offers effective
interface for visualisation of 3-D data.

3 Data description and organization

As stated, July precipitation totals and July agerair temperature (temperature and
precipitation thereinafter) per period of 1951-198@ of the interest. Primary data
were gathered at meteorological stations distriboteer the entire Slovakia. As many
of climate parameters exhibits strong correlatioithworography, elevation of
Slovakia (digital elevation model with 30 metersatation), was used as predictor
(auxiliary) variable. Spatial distribution of metetngical stations of both target
variables might be seen in the Fig. 1. Descrip$tatistics are given in the Table 1
below.

Tab. 1. Descriptive statistics of temperature, ipitation and elevation data used for the

modelling
Temperature n Mean St. Dev. Skewness Range Min Max
(°C) 170 17.2 2.3 -1.29 13.8 6.9 20.7
Precipitation n Mean St. Dev. Skewness Range Min x Ma
(mm/ month) 552 92 31.2 2.4 231 50 281
DEM n Mean St. Dev. Skewness Range Min Max

(m.a.s. ) grid 448.7 309.1 1.22 2545 94 2654




Fig. 1. Distribution of precipitation (up) and teerpture (bottom) data

All the source data are stored in Arcinfo geodaseb@DB), along with other
comprehensive records on climate characteristicSlofrakia. A complex set of
geographical features (networks, borders, elevattm) is stored in the database, as
well. The point-distributed data (meteorologicahtgtns) were imported into the
ISATIS as Excel spreadsheet, having two columndcdésd for latitude/longitude
records. DEM data were imported as Arcinfo gridS(A. Besides, the border of
Slovakia was used to restrict all the calculatiafyanto its frame.

In ISATIS, the data are organized in so-cal&tddies each of them having set the
parameters on working units, graphical displayatbdmemory allocation issues, etc.
Each study contains sevefairectories(in a standard sensdjiles are located in the
Directories each of them comprising a set\édriables To exemplify, aFile might

be the grid of Slovakia, while théariablesare data values associated to each grid
cell (elevation, temperature, etc.) (Fig. 2).
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Fig. 2. Data organisation used in this paper. Gmdyselecte/ariablesare given.

The same organisation pays for point distributet daaFile expresses the location
of meteorological stations, whilariablescomprise all the data measured on. Thus
one physical structure has attached multiple aittei A specific kind of variable is a
Mask Variable several of which might be associated to ekdbh. This contains



information restricting the calculations — by gemjgrical definition of certain area,
giving a threshold up to which or beyond which ttega are not considered, etc. In
the paper, the border of Slovakia was usedViask Variable to restrict all the
calculations within its extent. Several other sfiedile types are recognized as well,
however not used in this paper.

4 Methods

Description of theoretical background of geostatidtmodelling goes beyond the
scope of this paper. The books by Goovaerts [Zaks and Srivastava [5] or
Wackernagel [8] provide a fundamental informatiom this topic. In Slovak, the
paper on variogram modelling was elaborated by mylag3]. Furthermore we
describe in brief, leaving aside mathematical mnotst the essential methods
employed in the paper.

Data transformation

As might be seen in the Table 1, temperature awedigitation data are strongly
skewed. As ordinary kriging requires the normality data, these must be
transformed. Keeping the transformation parametées,back transformation might
be done after kriging (or other analysis) straightfardly. ISATIS facilitates so
called Gaussian Anamorphoses modelling (Normal é&cimansformation), which
enables transforming to normal and back transfogmaémy kind of frequency
distribution. Methodologically, this firstly rankbe data and than assigns to evi¢hy
observation the value dth percentile of standardized normal distributiofO).
Thus the percentiles express the transformed vallgge observation data. The back
transformation is carried out as linear interpolatiusing the reference points
provided by initial transformation of the data. @rhe histogram tails require a
specific treatment, e.g. using Hermite Polynomibsre detailed discussion on this
topic might be found in Olea [6] or Rivoirard [7].

Variogram modelling

Variogram modelling is a fundamental component @bgatistics. It focuses on the
evaluation how spatial variability develops by sfiedistances and direction. The
variogram is recognized as a key quantity of thpgraach. It is constructed by
plotting mean squared differences of data valuparsted by a range of distances
against separation distance. Produced chart éslfiiyy a function, in order to produce
a variogram model, which is a key component of &nging system. Detailed
discussion on this topic was elaborated for exarbpl€lark [1].

Ordinary kriging (OK)

Ordinary kriging is perhaps the best recognizelrigfing methods, also because it is
implemented in many GIS, often as default optiorK @ses the results of
variographic analysis (variogram model) to compghteweights for observed data, in
order to predict values at unknown locations. Intquair features are the minimisation
of so-called error variance and its property of iasbd estimator, in the sense the
systematic error of resultant model (bias) is eqoaero. To the contrary to standard
distance weighted methods (IDW and its variants);onsiders, except distances
between estimated location and known data valles (statistical) distances between



known data values themselves. This information dedufor example to solve the
redundancy in data and related screening effeet ésg [8]). The references on this
procedure might be found in the literature aboveSlovak, Hlasny [4] discusses
some of these points.

Kriging with External Drift (KED)

Kriging with external drift allows us combining paidistributed target variable with
one or more grid distributed predictor variableader the assumption these are
linearly correlated. The produced surface takesrination after predictor variable,
depending on the intensity of correlation. To tbatcary to simple spatial regression,
the produced surface passes through all the valuearget variable. KED uses the
results of variographic analyses in the same maasedK. For further information
see for example [2] or [8].

Acuraccy assesment

Accuracy assessment has been carried out usingtesgtleesults of crossvalidation
procedure. The methods might be used for assegwrgccuracy of models produced
by kriging (or other method) and for checking tlwempatibility between source data
and variogram model. Technically, the target vdeab temporarily discarded at one
data point and prediction is calculated for it. S repeated for all data points. The
estimated values are then compared to true valuesder to estimate mean error and
variance of errors. The crossplot of true vs. estéd values and residuals histogram
are often used for the visualization (Fig. 6 ).

Standardized forms of these quantities can be mddaiby dividing them by
theoretical (kriging) variance. Mean (standardizeefyor is the measure of
unbiasedness of the prediction. The ratio of expental and theoretical variance
(variance of standardized errors), says about thi@bslity of variogram model —
optimally this should be 1. If it differs signifintly, this quantity might be used to
adjust the sill of variogram model. This part was discussed in the paper.



5 Results

5.1 Variographic analysis of temperature and precipitaton data

The variograms of temperature and precipitatiom daight be seen in the Fig. 3. As
the variances were calculated for distances up deerthan 100 km, their increase
indicates strong elevation driven drift in the ddd@wever, “local” stationarity might
be observed within the shorter distances, whichewesed to fit the variogram. No
anisotropy was observed within this range. Spheresiogram with nugget effect
was used for both variables. Automatic sill fittipgocedure was used to set the sill
value, taking into account a number of pairs ugedaiculate the variogram values.
Description of variogram models is given in the [Eab below.

o
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Fig. 3. Empirical and model variograms of precifiita (left) and air temperature (right) data.

Tab. 2. Parameters of model variograms

Temperature  Range Sill Nugget Nugget (proportiomaill)
33994m 1.7 0.08 4.7 %

Precipitation =~ Range Sill Nugget Nugget (proportidoesill)
22869 m 276 0.138 0.05 %

5.2 Ordinary Kriging and External Drift Kriging of temp erature and
precipitation data

Standard ISATIS (Co)kriging module was used to yasut both ordinary and
external drift kriging. The task to be solved instistep is a proper design of the
neighbourhood. ISATIS facilitates flexible definiti of mowing neighbourhoods,
inclusive division of space around an active poitet sectors, proposing
minimal/optimal number of sample points per sectgiting minimum distance
between the samples, maximum number of consecytdrapty sectors or maximum
distance without any sample. In fact, proposingaper neighbourhood definition is a



tricky task, often based on the crossvalidatiorcedure. To produce the surfaces of
temperature and precipitation data, the space draath predicted location was

divided into six angular sectors, asking for astekb points to be equally distributed

in this space. The maximum search distance wasgel to respective variogram

range. The produced maps might be seen in thesguglow.

Fig. 4. Maps of July precipitation totals produ¢sdmeans of ordinary kriging (top) and
external drift kriging (bottom).



Fig. 5. Maps of July average temperature produgetidans of ordinary kriging (top) and
external drift kriging (bottom).

5.3 Accuracy assessment

Differences between true and estimated values weed to analyse the accuracy of
produced models. As might be seen in the chartewpethe residuals have zero
approaching mean (the result is unbiased) and meseenormal distribution. The
distribution of values around the regression lirlsoaindicates relatively high
accuracy of the prediction. If we compare the varés of the residuals produced by
OK and KED, the latter method provided more acaurasults in both cases. Further
discussion this topic is given in the Summary aoddusion.
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Fig. 6. Frequency distribution of true — estimatatles and crossplot of true vs. estimated
values produced by External Drift Kriging (up) amgOrdinary Kriging (bottom) of
temperature data.

6 Summary and conclusion

In the paper, we introduced the approach to madeliuly average air temperature
and July average precipitation totals by means SATIS capabilities. Ordinary
kriging and external drift kriging were used to guce the surfaces of these variables.
As we expected, accuracy analyses based on theacmmop of true vs. estimated
values, proved higher accuracy of models produgethé latter method. The use of
elevation, as a predictor variable strongly cotezlawith both target variables,
reduced the uncertainty of produced models. Howeiter impact significantly
differed between temperature and precipitation.dataile in the case of temperature
data standard deviation of residuals decreased @@ to 0.59 °C (28% increase of
accuracy), in the case of precipitation data ohky 5.21% improvement has been
noticed. This is mainly because the correlatioduf temperature and elevation is
much strongerr(= 0.97) than the case of precipitation< 0.82). Thus the elevation
brought much important piece of information intanfeerature data. In fact, the
estimated errors reflect the “game” between numbésample points, correlation of
target variable with predictor variable as welttas variograms structure.

Introduced approach might be effectively used fadelling of many other climatic
parameters — numbers of days the temperature afhwdxceeds certain threshold,
numbers of days with snow cover, occurrences oibuarextremes, etc. Produced
models might be effectively used in practical mamagnt of natural resources, as
well as in further research activities. Mainly ghblelimate change related research, as
recent ,hot* topic, benefits from these results aederal case studies have already
been carried out. In addition, developed modelsesdential climatic parameters
allows us modelling much complex climatic phenomenaevapotranspiration,
definition of bioclimatic zones of plant and aninggecies, evaluating their changes
due to various factors (natural or human intervaTd), etc. These topics are a subject
of further research and will be reported in nexigra.
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